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The model

• Population of N agents
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• Defectors can copy the strategy of
zealots and become cooperators.

• Compute fraction of cooperators
among normal agents, fC
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Results in mean field populations
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Results in networked populations
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Results in networked populations
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Results in networked populations
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Remark:
Zealots nodes are placed at random!
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Summing up ...



Take home messages
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Reducing the selection presure (or changing the update
rule) can trigger the appearance of a critical mass effect

6/7



Take home messages

0.0 0.1 0.2 0.3 0.4 0.5
fZ

0.0

0.2

0.4

0.6

0.8

1.0

〈
fC

〉
(a)

HD   (T = 1.5 , S = 0.5)

0.0 0.1 0.2 0.3 0.4 0.5
fZ

0.0

0.2

0.4

0.6

0.8

1.0 (b)
PD   (T = 1.5 , S = − 0.5)

0.0 0.1 0.2 0.3 0.4 0.5
fZ

0.0

0.2

0.4

0.6

0.8

1.0 (c)
SH   (T = 0.5 , S = − 0.5)

REG
ER
BA

The topology of the interactions plays
a crucial role!
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