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Abstract

The search for an efficient allocation of resources in complex networks is a topi-
cal issue concerning communication, transportation and social systems. Most of the
proposed protocols are based on the degree distribution of the graph. However, the
complex networks under study are better represented as weighted graphs (graphs in
which relation between two nodes (a link) can assume any value). The Propagation
d-Covering represent a heuristic method to find near-optimal solutions to the cover-
ing problem in real communication networks, taking into account links weights. In
this paper the benefits of using HPC resources in order to obtain results are shown.

1 Introduction

In the recent years, big efforts have been spent on studying the effects of
epidemic dynamics in real world systems [1, 2, 3]. The natural framework for
studying such systems is graph theory and in particular complex networks
theory. In fact, many systems surrounding us can be easly mapped into a
graph. In this paper we will discuss about an application of immunization
strategies over complex network. In particular we deal with the problem of
finding a methodology to immunize a network while minimizing the amount
of resources spent to do it. This because, in realistic cases we have to
deal with the problem of immunization cost and knowledge of the system.
The Propagation d-Covering is a heuristic method which tries to achieve
good immunization taking into account the previous exposed issues. This
methodology could be used to immunize, for example, computer network or
social networks aganist different kinds of epidemic processes. In particular
we discuss about the process of parallelization of the program in order to
achieve better performance in terms of computation time.

2 The Propagation d-Covering algotithm

A highly topical problem is the development and deployment of an immune
system to prevent technological (or not) networks from spreading viruses. In
this case it is worthwhile to characterize whether a centralized organization
or a distributed approach is the best. The solution to this and similar
problems may be computationally easy or hard depending on the topological
properties of the underlying graph. Following the idea of Echenique et.al.[5,
6, 7], using an heuristic algorithm that targets vertices, we compute an
upper bound to the minimum fraction of nodes needed to cover a graph.
This algorithm is called Propagation d-Covering and acts as follows:



1. We select at random a node ¢ and we consider all its d-neighbours
(neighbours at distance d) with d =1,2,3,...,n;

2. we select the one with the highest value of a certain quantity (i.e.
degree, strenght, betweenness [8, 9, 10]) and cover it;

3. now we consider the d-neighbors of the cover node and consider them
as covered;

4. repeat all the above operations for all the uncovered nodes until all
the nodes in the network are covered.

All the operations described above can be seen in the following picture.
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Figure 1: (color online) Operations made by the algorithm (from top left to
bottom): Choice of the starting node; selection of its d-neighbours; Selection
of: the cover node, of its d-neighbours and of nodes where to start the other
iterations; final covering status of the net. All these pictures have covering
distance d equal to 1.

2.1 Covering strategies

In order to decide if a node could be a cover or not several quantities can be
taken into account. If we decide to ignore the “interaction” between nodes
considering only the topology of the network, a good measure to perform

covering is the degree.
N
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Where a;; is the adjacency matrix. In this way we decide to immunize
those nodes which are connected with the highest number of nodes possible
(according to the algorithm procedures).

On the other hand, since almost all real networks are weighted, these
weights must be taken into account when the covering algorithm is per-
formed. This lead to the choice of strenght as parameter to be used. The
strenght of node ¢ is defined as:

N
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Where a;; is the adjacency matrix and w;; is the weight of the link ¢ — j.
Another possible quantity to look at is the average link weight per node w;

defined as:
N
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This is an important factor in order to understand how many packages passes
through a node. In communication networks, this quantity could be a better
estimator of node centrality than merely degree or strenght.

2.2 Dataset

The dataset used is a network obtained from the Gnutella P2P network [11].
The carachteristics of this network are reported in the table below.

Data
N 79939
K 165059
kmax 15665
Smaz 73412
Winaz 232.6

Table 1: Principal properties of the used dataset. Number of nodes N,
number of links K, maximum degree k,q., strenght s;,., and maximum
average link weight per node W,z -



3 High performance computing and parallelization

Since the the algorithm depends on the starting node, each simulation per-
form different covering realizations with different starting nodes. So the
code can be easly parallelized dividing the total number of single covering
realization upon different computing nodes (from two up to the number of
realizations). In the context of parallel computing this kind of problems are
called intrinsically parallel because they execute many times the same code
and each sub-simulation is indipendent from the others. In this sense the
best way to perform parallelization is through distributed memory paral-
lelism and in particular using the Message Passing Interface (MPI) proto-
col. Theoretically splitting the simulation over n computing nodes allows to
obtain a computing time which is equal to % times the sequential one. How-
ever, following Amdahl’s law the speed-up cannot exceed an upper bound.
Thanks to MPI parallelization it has been possible to reduce the overall
simulation time from about 15 hours to about 4 using just 4 processors. So
the speed-up factor is equal to:
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4 Results

To measure how covering acts on these networks, we decided to compute for
each value of distance d two quantities: the mean number of nodes served by
a cover (Nyp.) (Number of nodes per cover). This number gives the average
number of nodes at distance d from a cover and it is defined as:
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Where N, is the number of covers, N is the number of nodes and ai; is
the adjiacency matrix element. The other quantity is the mean number of
covers covering a node (N.,) (Number of covers per node).

1 N
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Where §; is equal to 1 if j is a cover and zero otherwise. It is very important
to notice that the higher this number is the better immunizzazion is. The
reason is that an higher number of covers per node means that each node
has more than one cover at distance d. One could expect that this number
goes down as d increases. Instead, as could be seen in fig. 2, results shows
a peak for a specific value of d. However this happens only in the case of
degree based covering (k-covering). This means that there is an optimal
value of d which ensures the best coverage over the net. This differentiation
is not visible on nets of [13] and further analysis are required in order to
understand that. Nonetheless, as expected, the plots showing the fraction
of nodes covered by a cover as a function of d shows a smooth transition
from 0 to 1. This because while the number of covers at each distance d
decreases, the number of nodes covered by a single node icreases reaching
the values of N for d ~ D where D is the diameter of the net.
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Figure 2: (color online) From left to right and top to bottom. Average
number of covers (IN.) , average number of covers per node (N.,) and average
number of nodes per cover (N,.) as a function of d for both degree based
covering (k-covering) and strenght based one (s-covering).

5 Conclusions

The possibility to use high-performance computing resources is a powerful
tool for improving research quality. In particular, in the case of Propagation
d-Covering the use of Marenostrum supercomputer lead to a drastic reduc-
tion of computing time. Saving time not only allowed to obtain the results
quickly but also allowed to use the time conceeded in both starting further
development of covering algorithm and also in the begining of collaboration
on new topics. In particular for the former, since Propagation d-Covering
results are not unique but depends on the starting node we are studying
a methodology to indicate which covering realizations are better respect to
the capability to slow down eventual epidemic process spreading through
the net. For the latter during the visiting period togheter with Dr. Jesus
Gomez-Gardeiies a collaboration on application of evolutionary game theory
on complex networks has started.
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